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Abstract The dispersal and mixing of scalar quantities such as concentrations or thermal
energy are often modeled by advection-diffusion equations. Such problems arise in a wide
variety of engineering, ecological and geophysical applications. In these situations a quan-
tity such as chemical or pollutant concentration or temperature variation diffuses while be-
ing transported by the governing flow. In the passive scalar case, this flow prescribed and
unaffected by the scalar. Both steady laminar and complex (chaotic, turbulent or random)
time-dependent flows are of interest and such systems naturally lead to questions about
the effectiveness of the stirring to disperse and mix the scalar. The development of reli-
able numerical methods for advection-diffusion equations is crucial for understanding their
properties, both physical and mathematical. In this paper, we extend a fast explicit oper-
ator splitting method, recently proposed in (A. Chertock, A. Kurganov, G. Petrova, Int. J.
Numer. Methods Fluids 59:309–332, 2009), for solving deterministic convection-diffusion
equations, to the problems with random velocity fields and singular source terms. A superb
performance of the method is demonstrated on several two-dimensional examples.
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1 Introduction

Consider the inhomogeneous convection-diffusion equation

ρt + ∇ · (uρ) = κ�ρ + S(x), (1.1)

subject to the initial data

ρ(x,0) = ρ0(x), (1.2)

where ρ(x, t) is the concentration of a passive scalar field stirred by the divergence-free
velocity u(x, t), such shat, ∇ · u = 0 everywhere and at all times, and it is sustained by a
steady source function S(x). The positive constant κ in (1.1) is the molecular diffusivity. We
restrict attention to the case without any net scalar flux at the boundary. In particular, (1.1)
is studied on the periodic box of size L, that is, x = (x1, . . . , xd) ∈ T

d is the d-dimensional
torus of volume Ld .

We are interested in fluctuations in the concentration ρ since the spatially averaged back-
ground density is irrelevant. We therefore change the variables to spatially mean-zero quan-
tities

θ(x, t) = ρ(x, t) − 1

Ld

∫
Td

ρ(x, t) dx and s(x) = S(x) − 1

Ld

∫
Td

S(x) dx (1.3)

that satisfy the following initial-boundary value problem (IBVP):

θt + ∇ · (uθ) = κ�θ + s(x), θ(x,0) = θ0(x), θ is periodic. (1.4)

If u is a given smooth velocity field and the source term s is nonsingular, the structure
of the IBVP solution is quite simple, which makes it easy to design stable and convergent
numerical methods for (1.4) (see, e.g., [7, 10, 19]). Obviously, in the convection-dominated
regime (κ � 1), a full resolution of “viscous shock layers” can be achieved only if the grid
size is taken to be proportional to κ , which may be computationally unaffordable. Therefore,
in practice, one is forced to use under-resolved methods, often stabilized by the excessive
numerical viscosity, which, in turn, may badly affect the overall resolution. Another way to
numerically preserve a necessary balance between convection, diffusion and source terms,
is to use an operator splitting method, [16, 20, 21, 29, 31], briefly described in Sect. 2.

The IBVP (1.4) becomes much more difficult when the velocity field u and/or the source
term s are nonsmooth. In this paper, we study a single scaled flow with a temporally random
velocity field and focus on singular (measure-valued) sources. In such a case, the IBVP
(1.4) may be viewed as a “toy model” of turbulence (see [6, 28]), in which the solution is
unstable and the only quantities one expects to capture numerically are time-space averaged
multi-scale mixing enhancement factors introduced in [28] (see also Sect. 3 for details). In
[28], the spectral method was used to compute the mixing enhancement factors in case of
a random sine flow with smooth source terms. However, the spectral method is incapable
to handle singular point-sources—the most interesting and challenging problem from the
practical point of view.

To deal with singular sources, a particle method has been developed for (1.1), (1.2)
in [25]. The concentration field ρ was represented there by a distribution of particles, in-
troduced by generating random locations with the properly normalized source S(x) as a
probability distribution function. The particles are then transported by the advection u and
the diffusion, which is realized by adding independent Gaussian noises to u. It should be
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observed, that a straightforward application of this method to (1.1), (1.2) will not produce
reliable results due to statistical errors. Therefore, the implementation of particle method in
[25] required a cumbersome algorithm of adding and removing particles during the compu-
tation, and its resolution is limited by the accuracy of the point values recovery procedure
(see the discussion in [25]). In addition, a high computational cost of the particle method
makes it difficult to extend the method to a more realistic model of turbulence, where the
stirring velocity field u is a turbulent solution of the incompressible Navier-Stokes equation.

In this paper, we propose an alternative approach for solving (1.4), which has straight-
forward implementation, and also is more accurate and robust than the spectral and particle
methods mentioned above. Our method, which is described in details in Sect. 2, is an ex-
tension of the fast explicit operator splitting method recently proposed in [1, 3, 4] (see also
[2]).

Equation (1.4) is split into the hyperbolic,

θt + ∇ · (uθ) = 0, (1.5)

and the parabolic,

θt = κ�θ + s(x), (1.6)

equations. The hyperbolic equation (1.5) is solved by the second-order Godunov-type
central-upwind scheme [15], which belongs to the class of simple, efficient, universal,
and highly accurate methods for multidimensional hyperbolic conservation laws—central
schemes (see [5, 12–14, 24, 27] and references therein). The parabolic equation (1.6) is
solved using the exact solver implemented in the pseudo-spectral manner and the singular
sources are naturally incorporated into it.

The next section includes a detailed discussion about the implementation of the fast ex-
plicit operator splitting method. The results of two-dimensional (2-D) numerical experi-
ments are reported in Sect. 3, where we show that the proposed method can successfully
treat the case of a random scaled flow with both smooth and singular sources as well as
demonstrate the efficiency of the splitting technique in computing the multi-scale mixing
enhancement coefficients. The summary and concluding remarks highlight the advantages
of the presented approach compared to alternative numerical methods and give an insight
into the generalization of this work to other challenging problems.

2 Description of the Numerical Method

We begin with a brief description of the operator splitting technique. Consider equation (1.4)
and denote by SH and SP the exact solution operators associated with the corresponding
hyperbolic, (1.5), and parabolic, (1.6), equations. Assume that the solution of the original
convection-diffusion equation (1.4) is available at time t . Introduce a (small) time step �t

and evolve the solution of (1.4) from t to t + �t in two substeps. First, the hyperbolic
equation (1.5) is solved on the time interval (t, t + �t]:

θ∗(x) = SH(�t)θ(x, t), (2.1)

and then the parabolic solution operator is applied to θ∗, yielding the following approximate
solution at time t + �t :

θ(x, t + �t) = SP (�t)θ∗(x) = SP (�t)SH(�t)θ(x, t). (2.2)



J Sci Comput (2010) 45: 200–214 203

In general, if all solutions involved in the two-step splitting algorithm (2.1)–(2.2) are smooth,
the operator splitting method is first-order accurate (see, e.g., [20, 21, 29]). Higher-order
operator splitting algorithms can be derived by considering a larger number of substeps. For
instance, one time step of the second-order Strang splitting method [20, 21, 29] consists of
three substeps:

θ(x, t + �t) = SH(�t/2)SP (�t)SH(�t/2)θ(x, t). (2.3)

In computational simulations, the exact solution operators SH and SP are typically re-
placed by their numerical approximations. The hyperbolic, (1.5), and the parabolic, (1.6),
subproblems, which are of different nature, can be solved by different methods—this is one
of the main advantages of the operator splitting technique. In [1, 3, 4], a new version of the
splitting method, the fast explicit operator splitting method, was proposed (see also [2]). The
two key components of this method are:

• A non-oscillatory shock-capturing hyperbolic solver (or, alternatively, a non-dissipative
method of characteristics);

• The exact parabolic solver implemented using either the heat kernel solution formula or
in the pseudo-spectral manner.

The major ingredient of the fast explicit operator splitting method is the exact parabolic
solver, which is obviously unconditionally stable. Therefore, the splitting steps can be made
arbitrarily large (in practice, the size of the splitting steps is restricted by the accuracy con-
siderations and is typically proportional to the spatial mesh size). This is especially impor-
tant when the source term s is singular, which makes the parabolic equation (1.6) extremely
stiff.

The use of a finite-volume shock capturing hyperbolic solvers (see [5, 8, 11–15, 17, 24,
27]) allows one to accurately solve the inviscid equation (1.5). These methods are typically
stable provided the CFL condition is satisfied. Therefore, if the splitting time step �t is too
large, a “hyperbolic” substep may consist of several hyperbolic evolution steps.

We now explain how the fast operating splitting method can be applied to the problem
under consideration. Without loss of generality, we consider the IBVP (1.4) in two space
dimensions:

θt + (uθ)x + (uθ)y = κ�θ + s(x, y), θ(x, y,0) = θ0(x, y), θ is periodic. (2.4)

The “hyperbolic” substep is carried out using the second-order semi-discrete central-upwind
scheme [15], which belongs to the class of Godunov-type projection-evolution methods: the
solution, approximated by a piecewise linear function, is evolved in time according to the
integral form of the corresponding hyperbolic equation

θt + (uθ)x + (uθ)y = 0.

We assume that the cell averages of the solution are computed over a uniform grid (the
extension to the nonuniform Cartesian grids is quite straightforward),

θj,k(t) ≈ θ(xj , yk, t) := 1

�x�y

∫∫
Cj,k

θ(x, y, t) dx dy,

Cj,k := (xj− 1
2
, xj+ 1

2
) × (yk− 1

2
, yk+ 1

2
),

and they are available at some time level t (here, �x = xj+ 1
2

− xj− 1
2

and �y = yk+ 1
2

−
yk− 1

2
are small spatial scales). Then we use these cell averages to reconstruct a conservative
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second-order piecewise linear interpolant:

θ̃ (x, y; t) = θj,k(t) + (θx)j,k(x − xj ) + (θy)j,k
(y − yk) for (x, y) ∈ Cj,k, (2.5)

where the slopes (θx)j,k and (θy)j,k
are (at least) first-order approximations of the partial

derivatives θx(xj , yk, t) and θy(xj , yk, t), respectively. In order to ensure a non-oscillatory
nature of the reconstruction (which is a necessary condition for the overall scheme to be
non-oscillatory), the slopes should be computed using a nonlinear limiter. In the numerical
experiments reported in Sect. 3, we have implemented a so-called MinMod2 limiter (see,
e.g., [18, 24, 30]):

(θx)j,k = minmod

(
2

θj+1,k(t) − θj,k(t)

�x
,

θj+1,k(t) − θj−1,k(t)

2�x
, 2

θj,k(t) − θj−1,k(t)

�x

)
,

(2.6)

(θy)j,k
= minmod

(
2

θj,k+1(t) − θj,k(t)

�y
,

θj,k+1(t) − θj,k−1(t)

2�y
, 2

θj,k(t) − θj,k−1(t)

�y

)
,

(2.7)
where the multivariate minmod function is defined by

minmod(z1, z2, . . .) :=
⎧⎨
⎩

minj {zj }, if zj > 0 ∀j,

maxj {zj }, if zj < 0 ∀j,

0, otherwise.

According to the central-upwind scheme from [15], the cell averages of θ are evolved in
time by solving the following system of time-dependent ODEs:

d

dt
θj,k(t) = −

Hx

j+ 1
2 ,k

(t) − Hx

j− 1
2 ,k

(t)

�x
−

H
y

j,k+ 1
2
(t) − H

y

j,k− 1
2
(t)

�y
, (2.8)

where Hx

j+ 1
2 ,k

(t) and H
y

j,k+ 1
2
(t) are the central-upwind numerical fluxes

Hx

j+ 1
2 ,k

(t) =
a+

j+ 1
2 ,k

f (θE
j,k) − a−

j+ 1
2 ,k

f (θW
j+1,k)

a+
j+ 1

2 ,k
− a−

j+ 1
2 ,k

+
a+

j+ 1
2 ,k

a−
j+ 1

2 ,k

a+
j+ 1

2 ,k
− a−

j+ 1
2 ,k

[
θW
j+1,k − θE

j,k

]
,

H
y

j,k+ 1
2
(t) =

b+
j,k+ 1

2
g(θN

j,k) − b−
j,k+ 1

2
g(θS

j,k+1)

b+
j,k+ 1

2
− b−

j,k+ 1
2

+
b+

j,k+ 1
2
b−

j,k+ 1
2

b+
j,k+ 1

2
− b−

j,k+ 1
2

[
θS
j,k+1 − θN

j,k

]
.

(2.9)

Here f (θ) := (uθ), g(θ) := (vθ), and θ
E,W,N,S
j,k are the point values of a piecewise linear

reconstruction (2.5):

θE
j,k = θ̃ (xj+ 1

2
, yk; t), θW

j,k = θ̃ (xj− 1
2
, yk; t),

θN
j,k = θ̃ (xj , yk+ 1

2
; t), θS

j,k = θ̃ (xj , yk− 1
2
; t).

Finally, the local one-sided propagation speeds can be approximated by

a+
j+ 1

2 ,k
= max

{
sup

(x,y)∈B
j+ 1

2 ,k

u(x, y; t), 0
}
, a−

j+ 1
2 ,k

= min
{

inf
(x,y)∈B

j+ 1
2 ,k

u(x, y; t), 0
}
,
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b+
j,k+ 1

2
= max

{
sup

(x,y)∈B
j,k+ 1

2

v(x, y; t), 0
}
, b−

j,k+ 1
2

= min
{

inf
(x,y)∈B

j,k+ 1
2

v(x, y; t), 0
}
,

where Bj+ 1
2 ,k and Bj,k+ 1

2
are small balls centered at (xj+ 1

2
, yk) and (xj , yk+ 1

2
), respectively.

If the velocities u and v are continuous at these points, the above speeds can be approximated
by

a+
j+ 1

2 ,k
= max{u(xj+ 1

2
, yk; t), 0}, a−

j+ 1
2 ,k

= min{u(xj+ 1
2
, yk; t), 0},

b+
j,k+ 1

2
= max{v(xj , yk+ 1

2
; t), 0}, b−

j,k+ 1
2

= min{v(xj , yk+ 1
2
; t), 0}. (2.10)

In such a case, the central-upwind fluxes (2.9) reduce to much simpler upwind fluxes:

Hx

j+ 1
2 ,k

(t) =
⎧⎨
⎩

u(xj+ 1
2
, yk; t) θE

j,k, if u(xj+ 1
2
, yk; t) > 0,

u(xj+ 1
2
, yk; t) θW

j+1,k, if u(xj+ 1
2
, yk; t) < 0,

(2.11)

H
y

j,k+ 1
2
(t) =

⎧⎨
⎩

v(xj , yk+ 1
2
; t) θN

j,k, if v(xj , yk+ 1
2
; t) > 0,

v(xj , yk+ 1
2
; t) θS

j,k+1, if v(xj , yk+ 1
2
; t) < 0.

(2.12)

Note that θ
E,W,N,S
j,k , a±

j+ 1
2 ,k

, and b±
j,k+ 1

2
depend on t , but we suppress this dependence in

formulae (2.9)–(2.12) to simplify the notation.
The system of ODEs (2.8) should be solved by a stable and accurate numerical method. In

the reported numerical experiments, we have used the third-order strong stability preserving
(SSP) Runge-Kutta solver [9].

Once the solution of the first “hyperbolic” substep in (2.3) is computed, the intermediate
cell averages,

θ
∗
j,k ≈ 1

�x�y

∫∫
Cj,k

SH(�t/2)θ(x, y, t) dx dy,

become available. These data are then used as an initial condition for the parabolic IBVP:

θt = κ�θ + s(x, y), θ(x, y, t) = θ∗(x, y), θ is (L,L)-periodic, (2.13)

which is solved on the time interval (t, t + �t] according to the Strang splitting algorithm
(2.3). The main idea of the fast explicit operator splitting method is to solve the IBVP (2.13)
exactly. The exact solver can be implemented efficiently and with the exponential accuracy
using the pseudo-spectral framework. In our simulations, we first use the FFT algorithm to
compute the discrete Fourier coefficients θ̂mn(t) from the available point values θ∗

j,k (notice

that for finite-volume method of order less or equal to 2, the point values θ∗
j,k ≈ θ

∗
j,k) and

approximate the solution at time t by

θ(x, y, t) ≈
∑
m,n

θ̂mn(t)e
2π(mx+ny)

L
i . (2.14)

We then calculate the Fourier coefficients ŝmn of the source function s (this can be done even
when s is singular, see Examples 2 and 3 in Sect. 3) and substitute them together with (2.14)
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into (2.13) to obtain simple linear ODEs for the discrete Fourier coefficients of θ :

d

dt
θ̂mn(t) = −κ

4π2

L2
(m2 + n2)θ̂mn(t) + ŝmn. (2.15)

The last equation is solved exactly so that

θ̂mn(t + �t) = θ̂mn(t)e
−αmnκ�t + ŝmn

1 − e−αmnκ�t

αmnκ
, αmn = 4π2(m2 + n2)

L2
,

when m2 + n2 �= 0 and

θ̂00(t + �t) = θ̂00(t) ≡ 0.

The latter is true since both θ and s are spatially mean-zero quantities (see (1.3)). Notice
that it is just that exact solution of (2.15) makes our explicit operator splitting method fast
and efficient.

Finally, we use the inverse FFT algorithm to obtain the point values (and thus, the cell av-
erages) of the solution at the new time level out of the set of the discrete Fourier coefficients,
{θ̂mn(t + �t)}. The obtained cell averages are denoted by {θ∗∗

j,k}.

Remark 2.1 We would like to emphasize the limitations of the fast explicit operator splitting
method, which are related to the “parabolic” substep: our method can only be utilized in the
cases, when the solution of the parabolic equation can be obtained analytically, and the
way the exact parabolic solver is implemented depends on the nature of the exact solution
formula. For example, if the boundary conditions are not periodic, it would be impossible to
implement the exact parabolic solver in a pseudo-spectral manner using the discrete Fourier
series. Alternative implementations of the exact parabolic solvers have been discussed in [2]
(see also [1, 3, 4]).

The third (and last) substep of the Strang operator splitting (2.3) is again “hyperbolic”.
We start with the cell averages θ

∗∗
j,k , reconstruct a piecewise linear interpolant θ̃∗∗ (following

(2.5)–(2.7)), and then evolve it using the central-upwind scheme (2.8) as in the first “hy-
perbolic” substep to obtain the cell averages of the solution of (2.4) at the new time level
t + �t :

θj,k(t + �t) ≈ 1

�x�y

∫∫
Cj,k

SH(�t/2)θ̃∗∗(x, y) dx dy.

This completes the one time step description of the fast explicit operator splitting method.

3 Numerical Experiments

We consider the IBVP (2.4) on the square domain [0,L] × [0,L]. We use the “random sine
flow” that switches between

(u, v) = (
√

2U sin[2πy/L + φ],0) (3.1)

and

(u, v) = (0,
√

2U sin[2πx/L + φ]) (3.2)
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at time intervals of length 1/2 (U is a constant). The phase φ is chosen randomly and
uniformly from the interval [0,2π) at each switch. This “toy” model of turbulence shares the
basic properties of statistical homogeneity and isotropy with more sophisticated turbulent
flows, and is often employed in studies of mixing. The coefficient κ is in the range 10−5–
10−1. In the reported numerical tests we set the initial scalar concentration:

θ0(x, y) = 0. (3.3)

We would like to emphasize that the studied flow is in a highly turbulent regime (es-
pecially for small values of κ), in which the solution is unstable and the only quantities
that can be computed are the dimensionless multi-scale mixing enhancement factors in-
troduced in [28]. More precisely, these time-space averaged quantities, denoted by Ep for
p ∈ {−1,0,1}, are defined as

E 2
p := 〈|∇pθs |2〉

〈|∇pθ |2〉 , (3.4)

where θs is the steady solution of the corresponding boundary-value problem:

�θs = − 1

κ
s(x, y), θs is (L,L)-periodic.

The brackets 〈·〉 stand for the time-space average and are computed in terms of the Fourier
coefficients of θ (θs ), such that

〈|∇pθ |2〉 = ∑
m2+n2 �=0

[
4π2

L2

(
m2 + n2

)]p

|θ̂mn|2,

where

θ̂mn(t) =
∫ L

0

∫ L

0
θ(x, y, t)e− 2π(mx+ny)

L
i dx dy and |θ̂mn|2 = lim

t→∞
1

t

∫ t

0
|θ̂mn(τ )|2 dτ.

These factors measure the effectiveness of stirring to suppress scalar fluctuations as a
space-time averaged variance weighted at various scales. Stirring tends to enhance diffusive
mixing and Ep can also be considered as the diffusion “renormalization” factors in the fol-
lowing sense: if we define κeffective

p as a value of molecular diffusion necessary to achieve
the same scalar variance for p = 0 without stirring (or gradient/inverse gradient variance for
p = ±1 respectively) as it is realized with stirring, when κeffective

p = κEp .
Unfortunately, the mixing enhancement factors Ep cannot be computed exactly. However,

the studied incompressible stirring flow field (3.1), (3.2) is statistically stationary, homoge-
neous and isotropic. In such a case, the following analytical upper bounds can be obtained,
[6, 28]:

E 2
1 ≤

∑
m2+n2 �=0

|̂smn|2
m2+n2∑

m2+n2 �=0
|̂smn|2

m2+n2+U2L2/(2πκ)2

, (3.5)

E 2
0 ≤

∑
m2+n2 �=0

|̂smn|2
(m2+n2)2∑

m2+n2 �=0
|̂smn|2

(m2+n2)2+(m2+n2)U2L2/(2
√

2πκ)2

, (3.6)
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Table 1 Spatial grids used in the
numerical examples depending
on the value of Pe = UL/κ

Pe = UL/κ 101 102 103 104 105

Grid size 64 × 64 64 × 64 128 × 128 256 × 256 512 × 512

E 2
−1 ≤

∑
m2+n2 �=0

|̂smn|2
(m2+n2)3∑

m2+n2 �=0
|̂smn|2

(m2+n2)3+(m2+n2)2U2L2/(2
√

2πκ)2+(m2+n2)
2L4/(4
√

2π2κ)2

. (3.7)

Here ŝmn are the Fourier coefficients of the source, U 2 = 〈|u|2〉 is the mean square velocity,
and 
2 = 〈ω2〉 is the enstrophy, the mean square vorticity (ω = uy − vx is the vorticity).

These estimates suggest that the mixing efficiency of a flow may depend on the structure
of the source-sink distribution that the flow is tasked to stir. In fact, this runs counter to
the conventional notion of an effective diffusion or “eddy” diffusion determined solely by
the flow. So it is interesting to study the observed source-dependence of these quantities to
determine in which extent the qualitative prediction is realized in practice.

In the following numerical examples, we consider IBVP (2.4), (3.1)–(3.3) with differ-
ent source-sink distributions s and compute the mixing enhancement factors Ep by the fast
explicit operator splitting method. We use different spatial grids to compute Ep in (3.4), de-
pending on the value of the Péclet number Pe = UL/κ , as it is summarized in Table 1 (we
set U = L = 1).

We would like to point out that the definition of the mixing enhancement factors (3.4)
involves the limit as t → ∞ of the long time average

�(t) = 1

t

∫ t

0
|θ̂mn(τ )|2 dτ. (3.8)

In practice, however, this quantity can only be computed for a long but finite period of
time. As it follows from our observations, the averages � have numerically converged in all
examples as time increased. The convergence was non-monotone, so we ran our simulations
until the magnitude of the oscillations in � became relatively small. Depending on the type
of the source and/or the Péclet number, the reported values of the mixing enhancement
factors Ep are subject to 0.03%–1.5% errors.

In the numerical tests below, we compare the computed values of Ep with the analytical
upper bounds (3.5)–(3.7) and with the results obtained by the spectral method from [28]
(Example 1) and the particle simulations from [25] (Examples 2 and 3). In Example 3,
in which the delta-type source is considered, we also demonstrate the efficiency of the fast
explicit operator method by comparing its performance with an unsplit finite-volume scheme
applied to the (2.4), (3.1)–(3.3) directly.

Example 1 (Smooth single-scale source) We start with the example of the simplest case of
the single-scale “monochromatic” source-sink distribution:

s(x, y) = √
2 sin[2π(x + y)], (3.9)

whose Fourier efficiencies, ŝmn (required to perform the parabolic substep of the operator
splitting method) are

ŝmn =

⎧⎪⎨
⎪⎩

i
√

2/2, m = n = −1,

−i
√

2/2, m = n = 1,

0, otherwise.
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Fig. 1 Mixing enhancement factors Ep as a function of Pe for (a) p = 1, (b) p = 0, and (c) p = −1 for
the monochromatic source (3.9). The upper bounds are plotted along with the numerical approximations
computed by the spectral and operator splitting methods

Even though s is smooth, the solution of the IBVP (2.4), (3.1)–(3.3), (3.9) is still unstable
and the exact values of the mixing enhancement factors are unavailable. We compute these
factors numerically and show (in Fig. 1) the results obtained by the operator splitting method
for E1, E0, and E−1 as functions of the Péclet number, each plotted along with the numerical
results obtained in [28] by the spectral method. As one can observe, the results obtained
by the two different numerical methods are in a very good agreement, which supports the
accuracy of the proposed operator splitting method. However, we would like to point out
that the spectral method will no longer be applicable in the singular source cases considered
in Examples 2 and 3 below.

In the same figure, we also plot the upper bounds for E1, E0, and E−1 given by (3.5)–(3.7):

E 2
1 ≤ 1 + Pe2

8π2
, E 2

0 ≤ 1 + Pe2

16π2
, E 2

−1 ≤ 1 + 3Pe2

32π2
.

As pointed out in [26] (see also [28]), the upper bounds are actually saturated by another
statistically stationary homogeneous and isotropic stirring scheme. Nevertheless, these nu-
merical experiments demonstrate that the enhancement factors generally depend on scale.
In fact, this flow is closer to the optimal source-sink mixing on the large length scales than
on the intermediate or small scales. Indeed, the observed E−1 is almost ∼ Pe as it is limited
by the bound.

In Fig. 2, we place the snapshots of the scalar field θ , computed by the operator splitting
method at time t = 50 on a 128 × 128 spatial grid for Pe = 10,1000, and on a 512 × 512
grid for 100,000. One can observe that when the molecular diffusion coefficient is reduced
and all other parameters are being fixed, the smaller and smaller length scales appear in the
scalar distribution, even though the source contributes directly at the largest scale only.

Example 2 (Discontinuous square sources) Next we consider a more difficult problem
(taken from [25]) with the piecewise constant source:

s(x, y) =
{

1 − ε2, if (x, y) ∈ [
1
2 − ε

2 , 1
2 + ε

2

] × [
1
2 − ε

2 , 1
2 + ε

2

]
,

−ε2, otherwise,
(3.10)

where ε is a small positive number.
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Fig. 2 The scalar field stirred by the random sine flow for the source (3.9) with (a) Pe = 10, (b) Pe = 1000,
computed on a 128 × 128 grid, and (c) Pe = 100,000 computed on a 512 × 512 grid

Fig. 3 Mixing enhancement factors Ep as a function of Pe for (a) p = 1, (b) p = 0, and (c) p = −1 for the
shrinking square sources (3.10)

We consequently reduce ε and set it equal to either 1/2,1/10 or 1/50. The Fourier coef-
ficients, ŝmn, of the source are given by

ŝmn =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1
mnπ2 sin(εmπ) sin(εnπ)e−iπ(m+n), m2 + n2 �= 0,

ε
nπ

sin(εnπ)e−iπn, m = 0, n �= 0,

ε
mπ

sin(εmπ)e−iπm, m �= 0, n = 0,

0, otherwise.

In Figs. 3 (a), (b), and (c) we plot the enhancement factors E−1, E0, and E1, respectively,
computed by the operator splitting method as a function of the Péclet number. In Fig. 4 we
compare our results for E0 with those obtained by the particle method in [25] for various
values of ε. Again, one can observe a very good agreement between the results obtained
by two different numerical methods. However, we would like to remind the reader (see also
the discussion in Sect. 1) the limitations on both accuracy and efficiency of the particle
method from [25] as well as the difficulty associated with its implementation. In addition,
we note that no comparison of the mixing enhancement factors E1 and E−1 with the particle
simulations has been provided since neither of these factors can be easily computed from
the “pure” particle simulations.
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Fig. 4 The computed factors E0 are compared to that obtained by the particle method from [25] for
(a) ε = 1/2, (b) ε = 1/10, and (c) ε = 1/50

Example 3 (Singular point source) Finally, we consider the singular point source

s(x, y) = δ

(
x − 1

2

)
δ

(
y − 1

2

)
− 1, (3.11)

where δ is the Dirac delta-function. The Fourier coefficients in this case are

ŝmn =
{

e−iπ(m+n), m2 + n2 �= 0,

0, otherwise.

Notice that this example is, in fact, the limiting case of (3.10) scaled with the factor of 1/ε2

(since the IVP (1.4) is linear is θ , the amplitude scaling of s is trivial).
This is the most challenging case from the numerical viewpoint. Here we compare the

numerical results obtained by the fast explicit operator splitting method with the particle
method simulations. In Fig. 5 we plot the enhancement factors E0 and E−1 computed by the
operator splitting method and the corresponding analytical upper bounds as functions of Pe
obtained from (3.6)–(3.7). For this singular source the gradient variance is infinite and the
upper bound (3.5) on E1 = 1. In Fig. 5(a), we also compare the mixing enhancement factors
E0 computed by the operator splitting method with those obtained by the particle method in
[25] (no particle results are shown in Fig. 5(b), since the values of E−1 cannot be obtained
from the particle simulation). Again, both computations are in a very good agreement, espe-
cially for small Péclet numbers, but the same issues related to the accuracy, efficiency and
the practical implementation of the particle method, which have been discussed in Sect. 1
and Example 2, are also relevant here.

In addition, we demonstrate the efficiency of the fast explicit operator splitting method
by comparing its performance with the performance of an unsplit finite-volume method. In
the latter method, the cell averages of θ are evolved in time by solving the following system
of time-dependent ODEs:

d

dt
θj,k(t) = −

Hx

j+ 1
2 ,k

(t) − Hx

j− 1
2 ,k

(t)

�x
−

H
y

j,k+ 1
2
(t) − H

y

j,k− 1
2
(t)

�y

+ κ

[
θj+1,k(t) − 2θj,k(t) + θj−1,k(t)

(�x)2

+ θj,k+1(t) − 2θj,k(t) + θj,k−1(t)

(�y)2

]
+ sj,k, (3.12)



212 J Sci Comput (2010) 45: 200–214

Fig. 5 Mixing enhancement factors E0 and E−1 as a function of Pe for the singular source (3.11)

Table 2 CPU times (in minutes)
compared for different values of
Pe = UL/κ

Pe = UL/κ 101 102 103 104

Splitting 8 8 75 746

No splitting 49 20 168 3196

where Hx

j+ 1
2 ,k

(t) and H
y

j,k+ 1
2
(t) are the central-upwind numerical fluxes given by (2.9) and

sj,k =
{−1 + 1

�x�y
, if xj = yk = 1/2,

−1, otherwise.

The ODE system (3.12) is very stiff. Hence it should be integrated by an efficient ODE
solver. In this example, we have used the explicit third-order large stability domain Runge-
Kutta method, developed in [22, 23]. This high-order integration produces accurate results,
and its larger stability domains (in comparison with the standard Runge-Kutta methods)
allow one to use larger time steps; the explicit form retains simplicity, and the embedded
formulas permit an efficient stepsize control. In practice these methods preserve all the ad-
vantages of explicit methods and work as fast as implicit methods (see [23] for details).

In Table 2, we compare the CPU times required to perform the calculations by the fast ex-
plicit operator splitting and the unsplit finite-volume methods until time t = 2000, by which
the integral (3.8), computed by both methods, converges to the same accuracy. Both meth-
ods have been implemented with variable time steps: In the fast explicit operator splitting
method, the time step in (2.3) has been selected according to the hyperbolic CFL condition,
while the stepsize in the unsplit finite-volume method has been selected automatically by the
DUMAKA3 code [22] using an adaptive stepsize control, see [23]. As one can see from Ta-
ble 2, the fast explicit operator splitting method is much faster than the unsplit finite-volume
one.

4 Summary and Conclusions

We have applied the fast explicit operator splitting framework to the mixing enhancement
problem described by an advection-diffusion equation with a temporally random velocity
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field and a singular source. In the proposed splitting approach, the hyperbolic and parabolic
subproblems have been solved by two different methods: The hyperbolic equation has been
solved numerically by the second-order Godunov-type central-upwind scheme while the
parabolic equation has been solved exactly using the pseudo-spectral technique. The com-
bined method has been tested on three numerical examples with various parameters and the
results have been compared with those obtained by the spectral and particle methods. We
have demonstrated that all numerical methods tested in this work yield comparable results
while applied to the model problems. However, the fast explicit operator splitting method
has a number of advantages over other discussed methods:

• The major advantage of the proposed technique compared to the spectral approach is
its ability to handle singular point-sources—a most interesting and challenging problem
from the practical point of view;

• The accuracy of the particle code is limited by the finite number of particles that can
be tracked, which, in turn, leads to both the statistical and the systematic errors and the
necessity to implement a procedure that constantly adds and removes particle during nu-
merical simulations (see the discussion in [25]). On the other hand, the operator splitting
method has much better convergence properties, especially in the convection dominated
regime (κ � 1). In addition, the operator splitting approach allows us a straightforward
computation of the inverse gradient variance for a large scale mixing enhancement;

• Finally, the most important benefit in using the fast explicit operator splitting method is its
simplicity, efficiency and applicability to a more general class of problems, for example,
to the models in which the stirring velocity field is a turbulent solution of the incompress-
ible Navier-Stokes equation. The latter is of significant interest and will be studied in our
future work.
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